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Summary

We consider the problem of estimating the state of a system when measurement noise is a function of the system’s state. We propose generalizations of the iterated extended Kalman filter and of the extended Kalman filter that can be utilized when the state estimate distribution is approximately Gaussian. The state estimate is computed by an iterative root-searching method that maximize a maximum likelihood function. For sensor network applications, we also address distributed implementations involving multiple sensors.
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Nomenclature

The quantities labeled with a subscript $i$ are referred to the $i$th sensor. In Section 3, whenever the subscript is dropped, the corresponding function have the same meaning as below without being referred to a specific sensor.

$k$ integer labeling a time instant
$I\mathbb{R}$ set of real numbers
$x$ process state vector
$f(\cdot)$ process state transition function
$Q$ process noise covariance matrix
$n$ process state dimension
$N$ number of sensors
$z_i$ observation vector
$p$ observation space dimension
$h_i(\cdot)$ measurement function
$\Sigma_i(\cdot)$ measurement noise covariance matrix
$\sigma_i(\cdot)$ measurement noise variance for $p = 1$
$p(\cdot, \cdot)$ joint probability density function
$p(\cdot | \cdot)$ conditional probability density function
$\mathcal{N}(\cdot, \cdot)$ normal multivariate probability density function
$E[\cdot]$ expectation operator
$\ell_i(\cdot)$ negative log-likelihood function
$\hat{x}_i[k | l]$ process state estimator at time $k$ given observations up to time $l \leq k$
$\tilde{x}_i[k | l] := x[k] - \hat{x}_i[k | l]$ estimator error at time $k$ given observations up to time $l \leq k$
$P_i[k | l]$ estimator error covariance at time $k$ given observations up to time $l \leq k$
$\mathcal{I}_i[k] \subseteq \{1, 2, \ldots, N\}$ set of integers labeling the sensors communicating with sensor $i$ at time $k$
$\text{tr}$ trace of a square matrix
$\det$ determinant of a square matrix
$\nabla_x(\cdot)$ gradient with respect to $x$
$(\cdot)^\top$ transposition
$\text{sym}^+$ space of symmetric positive-definite matrices
1 Introduction

Advances in embedded computing and wireless communication are facilitating the use of wireless sensor networks for a variety of new applications, including target localization and tracking with bearing-only sensors [12, 25, 39] and with range-only sensors [44]; optimal sensor placement and motion control strategies for target tracking [7, 8, 28, 41]; formation and coverage control [3, 9, 13, 14]; and environmental tracking and monitoring [33, 37, 38].

In this report, we focus on the problem of distributed estimation of the state $x[k] \in \mathbb{R}^n$ of a dynamical process through a set of noisy measurements $z_i[k] \in \mathbb{R}^p$, $i = 1, \ldots, N$, taken by $N$ sensors at discrete time instants labeled by the integer $k$. We assume $p \leq n$. The system state evolution and the measurements are modeled as stochastic processes with additive Gaussian noise terms. The measurement noise covariance is a given function of the process state $x$.

In works dedicated to sensors motion control strategies for target localization and tracking, the estimation problem is commonly solved by assuming the observation noise to be independent on the process state, see for example [7, 12, 28, 41]. However, as pointed out in [25], this assumption is not realistic for some applications such as those in which bearings-only sensors are employed. We are interested in developing estimators that generalize the extended Kalman filter [1] to the case in which the observation noise is state dependent. By using a maximum likelihood approach coupled with the nonlinear root-searching Newton-Raphson algorithm, we derive a recursive algorithm to estimate the state of a stochastic process from measurements with known state dependent observation noise. As in the iterated extended Kalman filter, only the first two moments of the posterior probability distribution are propagated. Our work is motivated from the study of a class of cooperative motion-control problems in which a group of mobile sensors attempt to configure themselves spatially so that the noise associated to their measurements is minimized, and therefore the feature’s estimate is the best achievable given the sensor model [7, 28]. In particular, for a uniform linear array of bearing only sensors, the measurement noise depends on the relative distance to the target and on the orientation of the array with respect to the incident source signal [16].

For the case in which the observation noise is state-independent, different filters have been proposed to address the nonlinear estimation problem in the Bayesian framework: the extended Kalman filter [1, 27, 29]; the extended information filter [30]; the iterated extended Kalman filter [1, 29]; the linear regression Kalman filter [22], which comprises the central difference filter [34], the first-order divided difference filter [31], and the unscented Kalman filter [20]; the sigma point Kalman filter [40], the iterated sigma point Kalman filter [36], and the iterated unscented Kalman filter [43]. For a comparison between these different nonlinear filtering techniques see [23]. A class of nonlinear filters based on Gaussian distributions with multiple moments propagation is proposed in [19].

minimum least square problems by discarding second derivatives in the iterates. The update method of the iterated extended Kalman filter reduces to that of the extended Kalman filter for a single iteration, and both reduce to the ordinary Kalman filter when the observation equation is affine in the state to be estimated. Therefore, the extended Kalman filter is inherently suboptimal in the fact that it propagates only the first two moments of the estimator probability density function, and in the fact that the root-searching method used to find the maximum likelihood estimate is not iterated to convergence. For bearings-only tracking, an estimation criterion based on gradient-search iterative methods has been proposed in [18]. The convergence of iterative methods for bearing-only tracking has been addressed in [21].

The rest of the report is organized as follows. In Section 2 we briefly describe the models for the process evolution and for the observations. In Section 3 we derive the iterated extended Kalman filter and the extended Kalman filter updates for a single sensor with state dependent observation noise, and specialize the equations for the case in which the sensor’s output is a scalar measurement. In Section 4 we introduce a cooperative scenario in which multiple sensors share information, and we show how the individual estimates are accordingly modified. Section 6 is left for conclusions.

2 Problem description

2.1 State transition

The evolution of the state is described by a nonlinear discrete-time stochastic state transition equation

\[ x[k+1] = f(x[k]) + \nu[k] \] (1)

where \( x \in \mathbb{R}^n, f : \mathbb{R}^n \to \mathbb{R}^n \) is the possibly nonlinear state transition function, and \( \nu[k] \in \mathbb{R}^n \) is an additive process noise. We assume that \( \nu \) is a sequence of independent random variables with normal probability distribution \( \mathcal{N}(0, Q) \), therefore satisfying the relations

\[ \mathbb{E}[\nu[k]] = 0 \quad \forall k \] (2a)
\[ \mathbb{E}[\nu[k] \nu^T[l]] = Q[k] \delta_{kl} \quad \forall k,l \] (2b)

where \( \mathbb{E}[\cdot] \) is the expectation operator, \( Q \) is the target’s noise covariance matrix, \( \delta_{kl} \) is the Kronecker delta, and \( T \) denotes transposition.

2.2 Observation model

We assume that there are \( N \) sensors that each generate measurements of the system (1) at discrete time instants. The observation made by the \( i^{th} \) sensor at time \( k \) is

\[ z_i[k] = h_i(x[k]) + v_i(x[k]) \] (3)

where \( z_i[k] \in \mathbb{R}^p, \) with \( p \leq n, h_i : \mathbb{R}^n \to \mathbb{R}^p \) is the observation function of the model, and the noise \( v_i : \mathbb{R}^n \to \mathbb{R}^p \) is a sequence of independent random variables with normal probability
distribution $\mathcal{N}(0, \Sigma_i(x))$, where $\Sigma_i \in \text{sym}^+ \mathbb{R}^{p \times p}$ in the observation noise covariance, and $\text{sym}^+$ denotes the space of symmetric positive-definite matrices. We emphasize that $\Sigma_i$ depends on the state $x$. It follows that the measurements $z_i[k]$ can be treated as realizations of multivariate normal distributions described by the conditional moments

$$E[z_i[k] | x[k]] = h_i(x[k]) \quad (4a)$$
$$E \left[(z_i[k] - h_i(x[k]))(z_i[k] - h_i(x[k]))^T | x[k] \right] = \Sigma_i(x[k]) \quad (4b)$$

We assume that noise terms associated to the same sensor are time uncorrelated, and that noise terms associated to different sensors are mutually independent, that is

$$E[v_i(x[k]) v_j^T(x[l])] = \Sigma_i(x[k]) \delta_{kl} \delta_{ij} \quad \forall k, l, \forall i, j \quad (5)$$

Additionally, we assume the following cross-correlation independence condition [1]

$$E[\nu[k]v_i^T(x[l])] = 0 \quad \forall i, k, l \quad (6)$$

### 2.3 Example system

For the purpose of illustration, we briefly describe an example system for which measurement noise is dependent on the state of the system.

#### 2.3.1 State transition

Consider a moving target in plane motion, and let

$$X : \mathbb{R}^n \ni x \mapsto X(x) = \kappa \in \mathbb{R}^2 \quad (7)$$

be a linear function that maps the target state $x$ to its position in the plane $\kappa$, see Figure 1. For nearly constant velocity targets, small fluctuations in the velocity can be modeled as noise, see for example [1]. In this case, the state vector $x$ includes the position and the velocity, and the trajectory has the following state-space representation

$$x[k] = f[k]x[k-1] + G[k]\nu[k] \quad (8)$$

where the process noise represents the uncertainty of acceleration. The matrices $f$ and $G$ are derived through the kinematics of a point mass with constant acceleration:

$$f = \begin{pmatrix} 1 & 0 & \gamma & 0 \\ 0 & 1 & 0 & \gamma \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad G = \begin{pmatrix} \gamma^2/2 & 0 \\ 0 & \gamma^2/2 \\ \gamma & 0 \\ 0 & \gamma \end{pmatrix} \quad (9)$$

were $\gamma$ is the observation time interval. A refined model with constant acceleration included into the state vector has been proposed in [10].
2.3.2 Bearing-only sensors

We suppose that the state of a moving target is observed by several vehicles (mobile sensors), each equipped with a bearings only sensor. Let $q_i \in \mathbb{R}^2$ be the position of the center of mass of vehicle $i$, and $\psi_i \in \mathbb{R}$ the angle formed by the axis of the vehicle with respect to some reference direction, see Figure 1. The vector representing the line of site between the sensor $i$ and the target is $\kappa - q_i$. The output of sensor $i$ at time $k$ is the scalar $z_i[k]$ representing the bearing angle with respect to the broadside of the sensor, see Figure 1. In this case, the measurement function $h_i$, which is the scalar equivalent of $h_i$ in (3), is given by

$$h_i(q_i, \psi_i, x) = \frac{\pi}{2} + \psi_i - \theta_i(q_i, x)$$

(10a)

$$\theta_i(q_i, x) = \arctan \left( \frac{(\kappa - q_i)^T e_2}{(\kappa - q_i)^T e_1} \right)$$

(10b)

where $e_1 = (1 \ 0)^T$ and $e_2 = (0 \ 1)^T$ are unit basis vectors for the rectangular Cartesian coordinate system $\{\xi^1, \xi^2\}$, see Figure 1.

The model for the noise variance is given by, see [16, 25, 24]

$$\sigma_i(q_i, \psi_i, x) = \alpha \frac{d(q_i, \psi_i, x)}{\cos^2 h_i(q_i, \psi_i, x)}$$

(11)

where $\sigma_i > 0$ is the scalar equivalent of $\Sigma_i$ in (3), the scalar function $d$ is the inverse of the signal to noise ratio, and $\alpha$ is a constant that depends on parameters of the source signal and the sensor. Expressions for $\alpha$ when the sensor is a uniform linear array are given in...
Note that the variance of the measurement noise in (11) approaches infinity as the bearing angle approaches $\pi/2$, and it is maximum when the bearing angle approaches 0, see Figure 1. For vehicles modeled as point masses, a model for the noise covariance adopted in [7, 8, 41] is $\sigma_i(q_i, \psi_i, x) = d(q_i, \psi_i, x) = a_2(\|q_i - x\| - a_1)^2 + a_0$, in which $a_0$, $a_1$, and $a_2$ are constant parameters. This model corresponds to the assumption of the existence of a “sweet spot in sensing”, located at a distance $a_1$ to the target, where uncertainty in measurement is minimal.

## 3 Iterated extended Kalman filter with state-dependent observation noise

In this Section we focus on the derivation of the iterated extended Kalman filter and extended Kalman filter prediction and update equations for a single sensor.

### 3.1 Bayesian paradigm

The approach that is commonly adopted for state estimate of a discrete-time dynamical system can be described as a two-stage recursive process of prediction and update. This is true in particular for the Kalman filter and its extensions to nonlinear systems, the extended Kalman filter and the iterated extended Kalman filter, see for example [29, 30].

Let $z[k] \in \mathbb{R}^p$ be the observation at time $k$. Since we restrict our attention to a single sensor, we drop the label $i$ in the observation equation (3). The probabilistic information contained in sensor measurement $z$ about the unknown state $x$ is described by the conditional probability distribution $p(z[k] | x[k])$, known as the likelihood function.

From Bayes’ rule, see [1, Appendix B.11], we obtain the following representation for the posterior conditional distribution of $x$ given $z$

$$p(x[k] | z[k]) = \frac{p(z[k] | x[k]) p(x[k])}{p(z[k])} \tag{12}$$

where $p(\cdot)$ is the marginal distribution.

In order to reduce the uncertainty, one can consider several measurements taken over time to construct the posterior. We define the collection of observations up to time $k$

$$Z[k] := \{z[k], z[k-1], \ldots, z[0]\} \tag{13a}$$

In this case, the likelihood function is $p(Z[k] | x[k])$, and the posterior is given by

$$p(x[k] | Z[k]) = \frac{p(Z[k] | x[k]) p(x[k])}{p(Z[k])} \tag{14}$$
The posterior can also be computed recursively after each observation \( z[k] \). Let \( p(\cdot, \cdot) \) be the joint probability distribution. By applying Bayes rule we obtain

\[
p (Z[k], x[k]) = p (z[k], Z[k-1], x[k]) = p (z[k] \mid Z[k-1], x[k]) p (Z[k-1], x[k]) = p (z[k] \mid x[k]) p (x[k] \mid Z[k-1]) p (Z[k-1])
\]

where we used the assumption, intrinsic in the sensor model explained in Section 2.2, that the probability distribution of \( z[k] \) is independent on \( Z[k-1] \) whenever \( x[k] \) is given. From Bayes rule we obtain also

\[
p (Z[k], x[k]) = p (x[k] \mid Z[k]) p (z[k] \mid Z[k-1]) p (Z[k-1])
\]

By combining (15) and (16) we obtain the following recursive form of the posterior distribution

\[
p (x[k] \mid Z[k]) = \beta[k] p (x[k] \mid Z[k-1]) p (z[k] \mid x[k])
\]

where the proportionality factor is \( \beta^{-1}[k] = p (z[k] \mid Z[k-1]) \). The probability density function \( p (x[k] \mid Z[k-1]) \) is associated to a prior estimate of the state \( x[k] \) based on observations up to time \( k-1 \). The density \( p (z[k] \mid x[k]) \) can be interpreted as a correction to the prior data based on current observation. The recursive implementation in (17) is often used in estimation theory since it requires limited data storage [27]. The updating scheme in (17) can be interpreted as using new information to correct a previous prediction.

### 3.2 State prediction

Following [1], we define the state estimate at time \( k \) given the observations up to time \( l \leq k \), and the related error covariance matrix as

\[
\hat{x}[k \mid l] := E [x[k] \mid Z[l]]
\]

\[
P[k \mid l] := E \left[ (x[k] - \hat{x}[k \mid l]) (x[k] - \hat{x}[k \mid l])^T \mid Z[l] \right]
\]

It is assumed that there exists a state estimate \( \hat{x}[k-1 \mid k-1] \) at time \( k-1 \) and associated error covariance \( P[k-1 \mid k-1] \). The objective is to find a prediction \( \hat{x}[k \mid k-1] \) of the state at time \( k \) based on information available up to time \( k-1 \). First, (1) is expanded in a Taylor series about \( \hat{x}[k-1 \mid k-1] \). By truncating terms above the first order and applying definitions (18a) and (18b) with expectations conditioned on \( Z[k-1] \), we obtain the state and the error covariance predictions

\[
\hat{x}[k \mid k-1] = E [x[k] \mid Z[k-1]] = f (\hat{x}[k-1 \mid k-1])
\]

\[
P[k \mid k-1] = E \left[ (x[k] - \hat{x}[k \mid k-1]) (x[k] - \hat{x}[k \mid k-1])^T \mid Z[k-1] \right] = \nabla_x f (\hat{x}[k-1 \mid k-1]) P[k-1 \mid k-1] \nabla_x f^T (\hat{x}[k-1 \mid k-1]) + Q[k]
\]
where $\nabla_x$ is the gradient with respect to $x$ (see \cite{1}, for example). The predictions (19) are derived with the aid of (2a), (2b), and (6), and the property of the expectation operator, see \cite[Section 1.3.2]{35}

\[
E [Aab^T B^T] = AE [ab^T] B^T
\]

where $a$ and $b$ are random vectors, and $A$ and $B$ are matrices. Higher-order predictions can be obtained by retaining more terms in the Taylor series expansion of the state model \cite{1}.

We note that all the information about the target up to time $k-1$ is included in the estimate $\hat{x}[k-1 | k-1]$, and therefore the computation of the predictions requires only the knowledge of the estimates at time $k-1$ without storage of past observation data.

3.3 State update

After the derivation of the state and error covariance predictions, we return to the likelihood equation (17) to solve the update problem. We generalize the approach proposed in \cite{2} to find an approximation of a maximum likelihood estimate. This approach allows us to derive the filter update equation for the case in which the covariance associated with the measurement is a function of the state to be estimated, see (5).

The state prediction $\hat{x}[k | k-1]$ and the measurement $z[k]$ are treated as realizations of independent random vectors with multivariate normal distributions (see \cite{2})

\[
\hat{x}[k | k-1] \sim \mathcal{N}(x[k], P[k | k-1]), \quad z[k] \sim \mathcal{N}(h(x[k]), \Sigma(x[k]))
\]

Although the distribution for $\hat{x}[k | k-1]$ is not necessarily Gaussian in practice, it is commonly assumed that a Gaussian approximation is appropriate in many practical applications \cite{12, 41, 25, 28, 32, 39, 44}. Therefore the probability density functions in (17) are given by

\[
p(x[k] | Z[k-1]) = \sqrt{\frac{\det P[k | k-1]}{(2\pi)^n}} \times \exp \left( -\frac{1}{2} (x[k] - \hat{x}[k | k-1])^T P^{-1}[k | k-1] (x[k] - \hat{x}[k | k-1]) \right)
\]

\[
p(z[k] | x[k]) = \sqrt{\frac{\det \Sigma(x[k])}{(2\pi)^p}} \times \exp \left( -\frac{1}{2} (z[k] - h(x[k]))^T \Sigma^{-1} (x[k]) (z[k] - h(x[k])) \right)
\]

where $\det$ is the determinant.

The maximum likelihood estimator $\hat{x}[k | k]$ associated to the posterior $p(x[k] | Z[k])$ in (17) is the vector $x[k]$ that maximizes the likelihood $p(x[k] | Z[k])$ or, equivalently, the vector $x[k]$ that minimizes its negative logarithm, see for example \cite{27}. Substituting from (22) into (17),
and taking the negative logarithm we obtain
\[
\ell (x[k]) = \frac{1}{2} \left( \ln \det \Sigma (x[k]) + (z[k] - h (x[k]))^T \Sigma^{-1} (x[k]) (z[k] - h (x[k])) \right) \\
+ \frac{1}{2} (x[k] - \hat{x}[k | k - 1])^T P^{-1}[k | k - 1] (x[k] - \hat{x}[k | k - 1]) + c
\] (23)

where \(c\) is a constant not dependent on \(x[k]\). The state estimate is given by the solution of the problem
\[
\hat{x}[k | k] = \arg \min_x \ell (x[k])
\] (24)
which can be equivalently stated as a nonlinear unconstrained optimization problem.

Under the hypothesis that \(\ell\) is twice continuous differentiable, the solution to the optimization problem is found through the Newton-Raphson iterative sequence [5]
\[
\hat{x}^{(i+1)}[k | k] = \hat{x}^{(i)}[k | k] - \nabla_x \nabla_x \ell (\hat{x}^{(i)}[k | k])^{-1} \nabla_x \ell (\hat{x}^{(i)}[k | k])
\] (25)

with initial guess \(\hat{x}^{(0)}[k | k] = \hat{x}[k | k - 1]\), where \((i)\) refers to the iteration step. For a single step iteration and state-independent noise covariance, the algorithm (25) defines the extended Kalman filter, while for multiple iterations it defines the iterated extended Kalman filter, see [2]. The extended Kalman filter is suboptimal since the single step convergence of the Newton-Raphson iterates is guaranteed only if the function \(\ell(x)\) is quadratic in his argument, see [5], which is true for the case that the observation equation is affine. In [2] the Gauss-Newton algorithm has been used in place of the Newton-Raphson algorithm. The Gauss-Newton algorithm applies to minimum least-square problems, and approximates the Hessian by discarding second derivatives of the residuals. This is consistent with the classical extended Kalman filter derivation, in which the observation function is approximated with a Taylor series truncated at the first order. However, for the case we are studying, the function \(\ell\) cannot be expressed as a quadratic form because of the first term on the right hand side of (23). Therefore we derive the update through (25).

Computation of derivatives of the function \(\ell\) is facilitated by the following relationships, see [4] for example. Let \(A\) and \(B\) be matrices, with \(A\) non singular and dependent on a real parameter \(\tau\). Then
\[
\frac{\partial}{\partial \tau} \det A = \det A \tr \left( A^{-1} \frac{\partial A}{\partial \tau} \right), \quad \frac{\partial A^{-1}}{\partial \tau} = -A^{-1} \frac{\partial A}{\partial \tau} A^{-1}
\] (26a)
\[
\tr[AB] = \tr[BA]
\] (26b)
where \(\tr\) is the trace operator. We also introduce the following notation
\[
\zeta (x[k]) := z[k] - h (x[k])
\] (27)

By regarding the quadratic terms in (23) as the trace of a \(1 \times 1\) matrix, and by using (26b), we rewrite the likelihood function \(\ell(x)\) in the more convenient form
\[
\ell (x[k]) = \frac{1}{2} \left( \ln \det \Sigma (x[k]) + \tr \left[ \Sigma^{-1} (x[k]) \zeta (x[k]) \zeta^T (x[k]) \right] \right) \\
+ \frac{1}{2} \tr \left[ P^{-1}[k | k - 1] (x[k] - \hat{x}[k | k - 1]) (x[k] - \hat{x}[k | k - 1])^T \right] + c
\] (28)
By using (26a), the gradient of the log-likelihood function is the \( n \)-vector whose \( l \)-th component given by

\[
\frac{\partial \ell}{\partial x_l} (x[k]) = \text{tr} \left[ P^{-1}[k \mid k-1] (x[k] - x[k \mid k-1]) e_l^T \right]
\]

\[
+ \frac{1}{2} \text{tr} \left[ \Sigma^{-1} (x[k]) \frac{\partial \Sigma (x[k])}{\partial x_l} (I_p - \Sigma^{-1} (x[k]) \zeta (x[k]) \zeta^T (x[k])) \right]
\]

\[
-2 \frac{\partial h^T (x[k])}{\partial x_l} \Sigma^{-1} (x[k]) \zeta (x[k]) \right]
\]

(29)

where \( e_l \) is the \( l \)-th vector of the natural basis in \( \mathbb{R}^n \), that is

\[
e_l = (0 \ldots 0 1 0 \ldots 0)^T
\]

(30)

and \( I_p \) is the identity matrix in \( \mathbb{R}^{p \times p} \). We note that for the case in which the covariance matrix \( \Sigma \) is not state-dependent, (29) reduces to the familiar innovation term for the extended Kalman filter. The Hessian term in (25) is the \( n \times n \)-matrix with \( lm \) entry given by

\[
\frac{\partial^2 \ell}{\partial x_l \partial x_m} = \text{tr} \left[ P^{-1}[k \mid k-1] e_m e_l^T \right]
\]

\[
+ \frac{1}{2} \text{tr} \left[ \left( -\Sigma^{-1} \frac{\partial \Sigma}{\partial x_m} \Sigma^{-1} \frac{\partial \Sigma}{\partial x_l} + \Sigma^{-1} \frac{\partial^2 \Sigma}{\partial x_l \partial x_m} \right) (I_p - \Sigma^{-1} \zeta \zeta^T) \right]
\]

\[
+ \Sigma^{-1} \frac{\partial \Sigma}{\partial x_l} \left( \Sigma^{-1} \frac{\partial \Sigma}{\partial x_m} \Sigma^{-1} \zeta \zeta^T + 2 \frac{\partial h^T}{\partial x_m} \Sigma^{-1} \zeta \right)
\]

\[
+2 \frac{\partial h^T}{\partial x_l} \Sigma^{-1} \frac{\partial h}{\partial x_m} + 2 \frac{\partial h^T}{\partial x_l} \Sigma^{-1} \frac{\partial \Sigma}{\partial x_m} \Sigma^{-1} \zeta - 2 \frac{\partial^2 h^T}{\partial x_l \partial x_m} \Sigma^{-1} \zeta \right]
\]

(31)

We note that also in this case, by evaluating the expression (31) at \( \hat{x}[k \mid k-1] \) and discarding second derivatives and terms that depend on the derivatives of the the matrix \( \Sigma \), we obtain the familiar expression for the extended Kalman filter, see for example [30]. Since the Gauss-Newton method approximates the Newton-Raphson method by neglecting second derivatives in the computation of the Hessian, its application to a log-likelihood with state-independent observation covariance gives the extended Kalman filter update [2].

We rewrite the Hessian in (31) as

\[
\nabla_x \nabla_x \ell (x[k]) = P^{-1}[k \mid k-1] + \mathbf{R}[k]
\]

\[
[R[k]]_{lm} = \text{tr} \left[ \frac{\partial h^T}{\partial x_l} \Sigma^{-1} \frac{\partial h}{\partial x_m} + \Sigma^{-1} \frac{\partial \Sigma}{\partial x_l} \Sigma^{-1} \frac{\partial \Sigma}{\partial x_m} \left( \Sigma^{-1} \zeta \zeta^T - \frac{1}{2} I_p \right) \right]
\]

\[
+ \left( \frac{\partial h^T}{\partial x_l} \Sigma^{-1} \frac{\partial \Sigma}{\partial x_m} + \frac{\partial h^T}{\partial x_m} \Sigma^{-1} \frac{\partial \Sigma}{\partial x_l} \right) \Sigma^{-1} \zeta - \frac{\partial^2 h^T}{\partial x_l \partial x_m} \Sigma^{-1} \zeta
\]

\[
+ \frac{1}{2} \Sigma^{-1} \frac{\partial^2 \Sigma}{\partial x_l \partial x_m} (I_p - \Sigma^{-1} \zeta \zeta^T) \right]_{x[k]}
\]

(32b)
The Fisher information matrix is defined as the expected value of the square of the score, that is
\[
F = \mathbb{E} \left[ \nabla_T x \ell \nabla_x \ell \right]
\] (33)

However, for normal multivariate probability density functions\(^1\) the following identity holds
\[
\mathbb{E} \left[ \nabla_T x \ell \nabla_x \ell \right] = \mathbb{E} \left[ \nabla_x \nabla_x \ell \right]
\] (34)

Note that the sign on the right hand side is reversed with respect to the usual definition. This is due to the fact that \(\ell\) is the negative of the log-likelihood function, whereas the Fisher information matrix is defined in terms of the log-likelihood function. We use the fact that \(\zeta\) is a multivariate normally distributed random vector with covariance \(\Sigma\), and compute the Fisher information matrix from (32):
\[
F = \mathbb{E} \left[ \nabla_x \nabla_x \ell \right] = \mathbf{P}^{-1}[k \mid k - 1] + \bar{R}
\] (35a)
\[
[\mathbf{R}]_{lm} = \mathbb{E} [R]_{lm} = \frac{\partial h^T}{\partial x_l} \Sigma^{-1} \frac{\partial h}{\partial x_m} + \frac{1}{2} \text{tr} \left[ \Sigma^{-1} \frac{\partial \Sigma}{\partial x_l} \Sigma^{-1} \frac{\partial \Sigma}{\partial x_m} \right]
\] (35b)

When the state and the observation equations are affine, the Newton-Raphson algorithm converges in a single step, and the covariance in (35) reduces to the Kalman filter error covariance derived in [42] for affine observations with state dependent noise. From the approximation that \(\hat{x}^{(i)}\) is normally distributed, the posterior error covariance equals the inverse of the Fisher information matrix [30, Section 2.3]. Therefore
\[
P^{(i)}[k \mid k] = \left[ F^{(i)}[k] \right]^{-1}
= \left[ \mathbf{P}^{-1}[k \mid k - 1] + \bar{R}^{(i)}[k] \right]^{-1}
\] (36)

We note that since \(\mathbf{P}[k \mid k - 1]\) and \(\bar{R}^{(i)}[k]\) are symmetric positive definite, the matrix \(P^{(i)}[k \mid k]\) is also symmetric positive-definite, see [4].

4 Summary of the iterated Kalman filter for state-dependent observation noise

4.1 General case

From the nonlinear state equation (1) we have the first-order state and error covariance predictions:
\[
\hat{x}[k \mid k - 1] = f (\hat{x}[k - 1 \mid k - 1])
\] (37a)
\[
\mathbf{P}[k \mid k - 1] = \nabla_x f (\hat{x}[k - 1 \mid k - 1]) \mathbf{P}[k - 1 \mid k - 1] \nabla_x f^T (\hat{x}[k - 1 \mid k - 1]) + \mathbf{Q}[k]
\] (37b)

\(^1\)More generally, the relation (34) hold for all probability distributions whose density function satisfy a specific regularity condition, see [35, Proposition 3.1].
From the nonlinear measurement equation (3) we have the following first-order iterated extended Kalman filter updates:

\[
\hat{x}^{(e+1)}[k | k] = \hat{x}^{(e)}[k | k] - [P^{-1}[k | k-1] + R^{(e)}[k]]^{-1}s^{(e)}[k] \\
[s^{(e)}[k]] = e^T P^{-1}[k | k-1] (\hat{x}^{(e)}[k | k] - \hat{x}[k | k-1]) + \left[ -\frac{\partial h^T}{\partial x_k} \Sigma^{-1} \zeta + \frac{1}{2} \text{tr} \left[ \Sigma^{-1} \frac{\partial \Sigma}{\partial x_k} (I_p - \Sigma^{-1} \zeta \zeta^T) \right] \right] \hat{x}^{(e)}[k | k]
\]

\[
[R^{(e)}[k]]_{lm} = \text{tr} \left[ \frac{\partial h^T}{\partial x_l} \Sigma^{-1} \frac{\partial h}{\partial x_m} + \Sigma^{-1} \frac{\partial \Sigma}{\partial x_l} \Sigma^{-1} \frac{\partial \Sigma}{\partial x_m} \left( \Sigma^{-1} \zeta \zeta^T - \frac{1}{2} I_p \right) \right] + \left[ \frac{\partial^2 h^T}{\partial x_l \partial x_m} \Sigma^{-1} \right] \hat{x}^{(e)}[k | k]
\]

\[
P^{(e)}[k | k] = [P^{-1}[k | k-1] + R^{(e)}[k]]^{-1}
\]

\[
[R^{(0)}[k]]_{lm} = \text{tr} \left[ \frac{\partial h^T}{\partial x_l} \Sigma^{-1} \frac{\partial h}{\partial x_m} + \Sigma^{-1} \frac{\partial \Sigma}{\partial x_l} \Sigma^{-1} \frac{\partial \Sigma}{\partial x_m} \left( \Sigma^{-1} \zeta \zeta^T - \frac{1}{2} I_p \right) \right] + \left[ \frac{\partial^2 h^T}{\partial x_l \partial x_m} \Sigma^{-1} \right] \hat{x}[k | k-1]
\]

\[
P[k | k] = [P^{-1}[k | k-1] + R^{(0)}[k]]^{-1}
\]

\[
[R^{(0)}[k]]_{lm} = \text{tr} \left[ \frac{\partial h^T}{\partial x_l} \Sigma^{-1} \frac{\partial h}{\partial x_m} + \Sigma^{-1} \frac{\partial \Sigma}{\partial x_l} \Sigma^{-1} \frac{\partial \Sigma}{\partial x_m} \left( \Sigma^{-1} \zeta \zeta^T - \frac{1}{2} I_p \right) \right] \hat{x}[k | k-1]
\]

For a single step iteration, (38) evaluated at \( \hat{x}^{(e)}[k | k] = \hat{x}[k | k-1] \) give the extended Kalman filter updates:

\[
\hat{x}[k | k] = \hat{x}[k | k-1] - [P^{-1}[k | k-1] + R^{(0)}[k]]^{-1}s^{(0)}[k] \\
[s^{(0)}[k]] = e^T P^{-1}[k | k-1] (\hat{x}[k | k-1] - \hat{x}[k | k-1]) + \left[ -\frac{\partial h^T}{\partial x_k} \Sigma^{-1} \zeta + \frac{1}{2} \text{tr} \left[ \Sigma^{-1} \frac{\partial \Sigma}{\partial x_k} (I_p - \Sigma^{-1} \zeta \zeta^T) \right] \right] \hat{x}[k | k-1]
\]

\[
[R^{(0)}[k]]_{lm} = \text{tr} \left[ \frac{\partial h^T}{\partial x_l} \Sigma^{-1} \frac{\partial h}{\partial x_m} + \Sigma^{-1} \frac{\partial \Sigma}{\partial x_l} \Sigma^{-1} \frac{\partial \Sigma}{\partial x_m} \left( \Sigma^{-1} \zeta \zeta^T - \frac{1}{2} I_p \right) \right] + \left[ \frac{\partial^2 h^T}{\partial x_l \partial x_m} \Sigma^{-1} \right] \hat{x}[k | k-1]
\]

\[
P[k | k] = [P^{-1}[k | k-1] + R^{(0)}[k]]^{-1}
\]

\[
[R^{(0)}[k]]_{lm} = \text{tr} \left[ \frac{\partial h^T}{\partial x_l} \Sigma^{-1} \frac{\partial h}{\partial x_m} + \Sigma^{-1} \frac{\partial \Sigma}{\partial x_l} \Sigma^{-1} \frac{\partial \Sigma}{\partial x_m} \left( \Sigma^{-1} \zeta \zeta^T - \frac{1}{2} I_p \right) \right] \hat{x}[k | k-1]
\]

### 4.2 Sensors with scalar output

We now specialize (38) and (39) for the case in which the output of the sensor is the scalar quantity \( z \), as for bearing-only sensors described in Sec. 2.3.2. Therefore the dimension of
The iterated extended Kalman filter updates for sensors with scalar output are given by

\[
\dot{x}[k | k] = \dot{x}[k | k - 1] - \left[ P^{-1}[k | k - 1] + R^{(i)}[k] \right]^{-1} s^{(i)}[k] \\
(40a)
\]

\[
s^{(i)}[k] = P^{-1}[k | k - 1] (\dot{x}^{(i)}[k | k] - \dot{x}[k | k - 1]) + \left[ -\frac{\zeta}{\sigma} \nabla_{x}^{T} h + \frac{1}{2\sigma} \left( 1 - \frac{\zeta^{2}}{2} \right) \nabla_{x}^{T} \right] \hat{x}^{(i)}[k | k] \\
(40b)
\]

\[
R^{(i)}[k] = \left[ \frac{1}{\sigma} \nabla_{x}^{T} h \nabla_{x} h + \frac{\zeta}{\sigma^{2}} (\nabla_{x}^{T} h \nabla_{x} \sigma + \nabla_{x}^{T} \sigma \nabla_{x} h) + \frac{1}{\sigma^{2}} \left( \frac{\zeta^{2}}{\sigma} - \frac{1}{2} \right) \nabla_{x}^{T} \sigma \nabla_{x} \sigma \\
-\frac{\zeta}{\sigma} \nabla_{x} \nabla_{x}^{T} h + \frac{1}{2\sigma} \left( 1 - \frac{\zeta^{2}}{\sigma} \right) \nabla_{x} \nabla_{x}^{T} \sigma \right] \hat{x}^{(i)}[k | k] \\
(40c)
\]

\[
P^{(i)}[k | k] = \left[ P^{-1}[k | k - 1] + \bar{R}^{(i)}[k] \right]^{-1} \\
(40d)
\]

\[
\bar{R}^{(i)}[k] = \left[ \frac{1}{\sigma} \nabla_{x}^{T} h \nabla_{x} h + \frac{1}{2\sigma^{2}} \nabla_{x}^{T} \sigma \nabla_{x} \sigma \right] \hat{x}^{(i)}[k | k] \\
(40e)
\]

For a one-step iteration with \( \dot{x}^{(i)}[k | k] = \dot{x}[k | k - 1] \) we obtain the extended Kalman filter for sensors with scalar output:

\[
\dot{x}[k | k] = \dot{x}[k | k - 1] - \left[ P^{-1}[k | k - 1] + R^{(0)}[k] \right]^{-1} s^{(0)}[k] \\
(41a)
\]

\[
s^{(0)}[k] = \left[ -\frac{\zeta}{\sigma} \nabla_{x}^{T} h + \frac{1}{2\sigma} \left( 1 - \frac{\zeta^{2}}{2} \right) \nabla_{x}^{T} \right] \hat{x}[k | k - 1] \\
(41b)
\]

\[
R^{(0)}[k] = \left[ \frac{1}{\sigma} \nabla_{x}^{T} h \nabla_{x} h + \frac{\zeta}{\sigma^{2}} (\nabla_{x}^{T} h \nabla_{x} \sigma + \nabla_{x}^{T} \sigma \nabla_{x} h) + \frac{1}{\sigma^{2}} \left( \frac{\zeta^{2}}{\sigma} - \frac{1}{2} \right) \nabla_{x}^{T} \sigma \nabla_{x} \sigma \\
-\frac{\zeta}{\sigma} \nabla_{x} \nabla_{x}^{T} h + \frac{1}{2\sigma} \left( 1 - \frac{\zeta^{2}}{\sigma} \right) \nabla_{x} \nabla_{x}^{T} \sigma \right] \hat{x}[k | k - 1] \\
(41c)
\]

\[
P[k | k] = \left[ P^{-1}[k | k - 1] + \bar{R}^{(0)}[k] \right]^{-1} \\
(41d)
\]

\[
\bar{R}^{(0)}[k] = \left[ \frac{1}{\sigma} \nabla_{x}^{T} h \nabla_{x} h + \frac{1}{2\sigma^{2}} \nabla_{x}^{T} \sigma \nabla_{x} \sigma \right] \hat{x}[k | k - 1] \\
(41e)
\]
5 Estimation in a decentralized communication network

5.1 Sensors network

In Section 4 we derived the update equations of an estimator that generalizes the extended Kalman filter and the iterated extended Kalman filter for a single sensor. The same analysis, with appropriate adaptation of the observation space dimension, directly applies to a centralized system in which a set of sensors communicate only with a central unit that has complete knowledge of the group [17].

In this Section we consider a sensor network comprised of $N$ nodes, in which all sensor nodes acquire measurements, each sensor independently computes a local estimate of the system state $\hat{x}$ based on information sensed locally and by information that is communicated to it by other sensor nodes the network. For a fully connected network, in which each sensor receives and sends all the measurements from and to the other sensors in the network at each update instant, individual estimates are the same for all the sensors [27]. Network topologies for which local estimates are identical through information sharing and local data fusion have been studied in [6, 17, 26]. In contrast, we address the case where each local estimate may be different at any point it time. We briefly introduce the Bayesian formalism to describe estimation across a sensor network with a time-varying network topology.

Consider the case in which there is no external unit receiving and sending information, so that the agents exchange information through direct communication. This leads to the definition of a decentralized communication network structure associated to the group of sensors. Individual agents locally acquire measurements $z_i[k]$ at discrete times $k$ according to the model in (3). In order to model the communication network, we define the time-dependent sets of integers $I_i[k] \subseteq \{1, 2, \ldots, N\}$, for $i = 1, 2, \ldots, N$ that represents the set of sensor nodes that communicate with sensor $i$ at time $k$. Note that $i \in I_i[k]$ for all $k$, meaning that each sensor node has access to local information. Therefore, if vehicle $i$ does not receive any data at time $k$ we have $I_i[k] = \{i\}$. Each local state estimate is denotes by $\hat{x}_i$. Moreover, we assume that

$$p(z_i[k] | z_j[k], x[k]) = p(z_i[k] | x[k]) \quad \forall j \neq i$$

This formalizes the assumption that measurements from different sensors are independent, see [1]. A more refined structure that accounts for correlation between observations is discussed in [15].

5.2 Bayesian implementation

We define the collection of all the available information to sensor $i$ up to time $k$

$$Z_i[k] := \bigcup_{l=0}^{k} \{z_j[l] : j \in I_i[l]\}$$

(43)
A local estimate at sensor node \( i \) is computed from the posterior probability distribution \( p(\mathbf{x}[k] \mid Z_i[k]) \), which accounts for all the data available to sensor \( i \) up to time \( k \).

As in (12), application of Bayes’ rule, see [1, Appendix B.11], yields the posterior conditional distribution of \( \mathbf{x}[k] \) given \( Z_i[k] \)

\[
p(\mathbf{x}[k] \mid Z_i[k]) = \frac{p(Z_i[k] \mid \mathbf{x}[k]) p(\mathbf{x}[k])}{p(Z_i[k])}
\] (44)

Application of Bayes’ rule as in (17) gives the recursive form

\[
p(\mathbf{x}[k] \mid Z_i[k]) = \beta_i[k] p(\mathbf{x}[k] \mid Z_i[k-1]) \prod_{j \in \mathcal{I}_i} p(z_j[k] \mid \mathbf{x}[k])
\] (45)

where the proportionality factor is \( \beta_i^{-1}[k] = \prod_{j \in \mathcal{I}_i} p(z_j[k] \mid Z_i[k-1]) \). The term \( p(\mathbf{x}[k] \mid Z_i[k-1]) \) is the prior distribution, and accounts for sensor’s \( i \) measurements up to time \( k-1 \), and for measurements received by sensor \( i \) up to time \( k-1 \).

### 5.3 State prediction

State prediction in the case of a sensor network is almost identical to that presented in Section 3.2. For each sensor node \( i \), we define the state estimate and the error covariance at time \( k \) given the individual and the received observations up to time \( l \leq k \) as

\[
\hat{\mathbf{x}}_i[k \mid l] := E[\mathbf{x}[k] \mid Z_i[l]], \quad i = 1, 2, \ldots, N
\] (46a)

\[
\mathbf{P}_i[k \mid l] := E[(\mathbf{x}_i[k] - \hat{\mathbf{x}}_i[k \mid l]) (\mathbf{x}_i[k] - \hat{\mathbf{x}}_i[k \mid l])^T \mid Z_i[l]]
\] (46b)

It is assumed that for each sensor there exist the local state estimate \( \hat{\mathbf{x}}_i[k-1 \mid k-1] \) at time \( k-1 \), and associated error covariance \( \mathbf{P}_i[k-1 \mid k-1] \). By following exactly the same steps as in Section 3.2, we obtain the following individual state and error covariance predictions:

\[
\hat{\mathbf{x}}_i[k \mid k-1] = f(\hat{\mathbf{x}}_i[k-1 \mid k-1])
\] (47a)

\[
\mathbf{P}_i[k \mid k-1] = \nabla_{\mathbf{x}} f(\hat{\mathbf{x}}_i[k-1 \mid k-1]) \mathbf{P}_i[k-1 \mid k-1] \nabla_{\mathbf{x}} f^T(\hat{\mathbf{x}}_i[k-1 \mid k-1]) + \mathbf{Q}[k]
\] (47b)

### 5.4 State update

The Bayesian scheme in (45), which is a direct consequence of assumption (42), is known as independent likelihood pool, see [27, Section 2.2.2]. Its implementation relies on communication of either raw sensor data \( z_j[k] \) or likelihoods \( p(z_j[k] \mid \mathbf{x}[k]) \). According to the type of data communicated, we derive the two corresponding update equations.

The negative log-likelihood function for sensor \( i \) with included sensor data received at time
where $C$ does not depend on $\mathbf{x}$. The local state update is obtained by applying the algorithm explained in Section 3.3, that is, by using Newton-Raphson iterations to solve the following unconstrained minimization problem

$$
\hat{\mathbf{x}}_i[k | k] = \arg\min_{\mathbf{x}} \ell_i(\mathbf{x}[k])
$$

(49)

### 5.4.1 Communication of raw sensor data

Sensor $i$ computes a local state estimate update using Newton-Raphson iterations with initial guess $\hat{\mathbf{x}}_i[k | k - 1]$ to solve the unconstrained minimization problem (49). This procedure requires only the communication of raw sensor data, since the Newton-Raphson iterations are computed using the local prediction as initial guess. At the $\ell$th iteration we have

$$
\bar{\mathbf{x}}^{(\ell+1)}_i[k | k] = \hat{\mathbf{x}}^{(\ell)}_i[k | k] - \left[ \mathbf{P}^{-1}_i[k | k - 1] + \mathbf{R}^{(\ell)}_i[k] \right]^{-1} \mathbf{s}^{(\ell)}_i[k]
$$

(50a)

$$
\left[ \mathbf{s}^{(\ell)}_i[k] \right]_l = \mathbf{e}^T \mathbf{P}^{-1}_i[k | k - 1] \left( \hat{\mathbf{x}}^{(\ell)}_i[k | k] - \bar{\mathbf{x}}^{(\ell)}_i[k | k - 1] \right)
$$

(50b)

$$
\left[ \mathbf{R}^{(\ell)}_i[k] \right]_{lm} = \text{tr} \sum_{j \in \mathcal{I}_{i}[k]} \left[ \frac{\partial \mathbf{h}^T_j}{\partial x_l} \Sigma_j^{-1} \frac{\partial \mathbf{h}_j}{\partial x_m} + \Sigma_j^{-1} \frac{\partial \Sigma_j}{\partial x_l} \frac{\partial \Sigma_j}{\partial x_m} \left( \Sigma_j^{-1} \mathbf{\zeta}_j \mathbf{\zeta}_j^T - \frac{1}{2} \mathbf{I}_p \right) \right]_{\hat{\mathbf{x}}^{(\ell)}_i[k | k]}
$$

(50c)

$$
\mathbf{P}^{(\ell)}_i[k | k] = \left[ \mathbf{P}^{-1}_i[k | k - 1] + \mathbf{R}^{(\ell)}_i[k] \right]^{-1}
$$

(50d)

$$
\left[ \bar{\mathbf{R}}^{(\ell)}_i[k] \right]_{lm} = \sum_{j \in \mathcal{I}_{i}[k]} \left[ \frac{\partial \mathbf{h}^T_j}{\partial x_l} \Sigma_j^{-1} \frac{\partial \mathbf{h}_j}{\partial x_m} + \frac{1}{2} \text{tr} \left( \Sigma_j^{-1} \frac{\partial \Sigma_j}{\partial x_l} \Sigma_j^{-1} \frac{\partial \Sigma_j}{\partial x_m} \right) \right]_{\hat{\mathbf{x}}^{(\ell)}_i[k | k]}
$$

(50e)

The implementation of the algorithm (50) requires either the sensors to be homogeneous, or the model of sensors $j \in \mathcal{I}_{i}[k]$ to be known by sensor $i$. By evaluating (50) at the prediction $\bar{\mathbf{x}}_i[k | k - 1]$, we obtain the extended Kalman filter for observation models with state-dependent noise.
For complete communication networks we have $I_i[k] = \{1, \ldots, N\}$ for all $i, k$. This structure is equivalent to the centralized one, in which there is an external unit receiving and sending data to the vehicles, and prior estimates in (38) and (39) are common to all the vehicles [17].

For sensors with scalar output, as the bearing-only sensors described in Section 2.3.2, the update equations are

\[
\begin{align*}
\hat{x}_i^{(c+1)}[k | k] &= \hat{x}_i^{(c)}[k | k] - \left[ P_i^{-1}[k | k - 1] + R_i^{(c)}[k] \right]^{-1} \tilde{s}_i^{(c)}[k] \\
\tilde{s}_i^{(c)}[k] &= P_i^{-1}[k | k - 1] \left( \hat{x}_i^{(c)}[k | k] - \hat{x}_i[k | k - 1] \right) \\
R_i^{(c)}[k] &= \sum_{j \in I_i[k]} \left[ \frac{1}{\sigma_j^2} \nabla_h^{T} \nabla_h + \frac{\zeta_j}{\sigma_j} \left( \nabla_h^{T} \nabla_h \sigma_j + \nabla_h^{T} \nabla_h \sigma_j \right) + \frac{1}{2\sigma_j^2} \nabla_h^{T} \nabla_h \sigma_j \right] \hat{s}_i^{(c)}[k | k] \\
P_i^{(c)}[k | k] &= \left[ P_i^{-1}[k | k - 1] + \tilde{R}_i^{(c)}[k] \right]^{-1} \\
\tilde{R}_i^{(c)}[k] &= \sum_{j \in I_i[k]} \left[ \frac{1}{\sigma_j^2} \nabla_h^{T} \nabla_h + \frac{\zeta_j}{\sigma_j} \left( \nabla_h^{T} \nabla_h \sigma_j \right) + \frac{1}{2\sigma_j^2} \nabla_h^{T} \nabla_h \sigma_j \right] \hat{s}_i^{(c)}[k | k]
\end{align*}
\]

### 5.4.2 Communication of likelihoods

In some cases, it is desirable to share likelihoods $p(z_j[k] | x[k])$, instead of sensor measurements as in algorithm (50). Since in our setting the likelihoods are Gaussian, this is equivalent to sharing the estimate $\hat{x}_j$ and the covariance $P_j$.

When communicating likelihoods, the estimate $\hat{x}_j[k | k - 1], j \in I_i[k]$ is the initial guess for the Newton-Raphson iterations that are used to solve (49). For one step iteration process, we obtain the following extended Kalman filter updates

\[
\begin{align*}
\hat{x}_i [k | k] &= \hat{x}_i[k | k - 1] - \left[ P_i^{-1}[k | k - 1] + R_i^{(0)}[k] \right]^{-1} s_i^{(0)}[k] \\
[s_i^{(0)}[k]] l &= \sum_{j \in I_i[k]} \left[ -\frac{\partial h_j^{T}}{\partial x_l} \Sigma_j^{-1} \zeta_j + \frac{1}{2} \text{tr} \left[ \Sigma_j^{-1} \partial \Sigma_j / \partial x_l (I_p - \Sigma_j^{-1} \zeta_j \zeta_j^{T}) \right] \right] \hat{x}_j[k | k - 1] \\
[R_i^{(0)}[k]] lm &= \text{tr} \sum_{j \in I_i[k]} \left[ \frac{\partial h_j^{T}}{\partial x_l} \Sigma_j^{-1} \frac{\partial h_j}{\partial x_m} + \Sigma_j^{-1} \partial \Sigma_j / \partial x_l \Sigma_j^{-1} \partial \Sigma_j / \partial x_m \left( \Sigma_j^{-1} \zeta_j \zeta_j^{T} - \frac{1}{2} I_p \right) \\
&+ \left( \frac{\partial h_j^{T}}{\partial x_l} \Sigma_j^{-1} \partial \Sigma_j / \partial x_m + \frac{\partial h_j^{T}}{\partial x_m} \Sigma_j^{-1} \partial \Sigma_j / \partial x_l \right) \Sigma_j^{-1} \zeta_j - \frac{\partial^2 h_j^{T}}{\partial x_l \partial x_m} \Sigma_j^{-1} \zeta_j \right]
\end{align*}
\]
\[ + \frac{1}{2} \Sigma_j^{-1} \frac{\partial^2 \Sigma_j}{\partial x_l \partial x_m} \left( I_p - \Sigma_j^{-1} \zeta_i \zeta_i^T \right) \] \xrightarrow{k[k-1]} \tag{52c}

\[ \mathbf{P}_i[k \mid k] = \left[ \mathbf{P}_i^{-1}[k \mid k-1] + \mathbf{R}_i^{(0)}[k] \right]^{-1} \tag{52d} \]

\[ \left[ \mathbf{R}_i^{(0)}[k] \right]_{lm} = \sum_{j \in I_i[k]} \left[ \frac{\partial h_i^T}{\partial x_l} \Sigma_j^{-1} \frac{\partial h_i}{\partial x_m} + \frac{1}{2} \text{tr} \left[ \Sigma_j^{-1} \frac{\partial \Sigma_j}{\partial x_l} \Sigma_j^{-1} \frac{\partial \Sigma_j}{\partial x_m} \right] \right] \xrightarrow{k[k-1]} \tag{52e} \]

For any time instant \( k \) in which there is no communication event relative to vehicle \( i \), that is, for \( I_i[k] = \{ i \} \), we modify the notation in (38) and define the partial estimates based only on the \( i \)th sensor’s own measurement

\[ \mathbf{\hat{x}}_i[k \mid k] = \mathbf{\hat{x}}_i[k \mid k-1] - \mathbf{\hat{S}}_i^{(0)}[k] \mathbf{\hat{s}}_i^{(0)}[k] \tag{53a} \]

\[ \left[ \mathbf{\hat{S}}_i^{(0)}[k] \right]^{-1} = \mathbf{P}_i^{-1}[k \mid k-1] + \mathbf{\hat{R}}_i^{0}[k] \tag{53b} \]

\[ \mathbf{\hat{P}}_i^{-1}[k \mid k] = \mathbf{P}_i^{-1}[k \mid k-1] + \mathbf{\hat{R}}_i^{0}[k] \tag{53c} \]

where

\[ \left[ \mathbf{\hat{s}}_i^{(0)}[k] \right]_{lm} = \text{tr} \left[ - \frac{\partial h_i^T}{\partial x_l} \Sigma_i^{-1} \zeta_i \right] \xrightarrow{k[k-1]} \tag{54a} \]

\[ \left[ \mathbf{\hat{R}}_i^{0}[k] \right]_{lm} = \text{tr} \left[ \frac{\partial h_i^T}{\partial x_l} \Sigma_i^{-1} \frac{\partial h_i}{\partial x_m} + \Sigma_i^{-1} \frac{\partial \Sigma_i}{\partial x_l} \Sigma_i^{-1} \frac{\partial \Sigma_i}{\partial x_m} \left( \Sigma_i^{-1} \zeta_i \zeta_i^T - \frac{1}{2} I_p \right) \right. \]

\[ + \left. \left( \frac{\partial h_i^T}{\partial x_l} \Sigma_i^{-1} \frac{\partial \Sigma_i}{\partial x_m} + \frac{\partial h_i^T}{\partial x_l} \right) \right] \xrightarrow{k[k-1]} \tag{54b} \]

\[ \left[ \mathbf{\hat{R}}_i^{0}[k] \right]_{lm} = \left[ \frac{\partial h_i^T}{\partial x_l} \Sigma_i^{-1} \frac{\partial h_i}{\partial x_m} + \frac{1}{2} \text{tr} \left[ \Sigma_i^{-1} \frac{\partial \Sigma_i}{\partial x_l} \Sigma_i^{-1} \frac{\partial \Sigma_i}{\partial x_m} \right] \right] \xrightarrow{k[k-1]} \tag{54c} \]

By combining (52d), (52e), and (54e) we obtain the covariance assimilation equation \cite{11}

\[ \mathbf{P}_i^{-1}[k \mid k] = \mathbf{P}_i^{-1}[k \mid k-1] + \sum_{j \in I_i[k]} \left( \mathbf{P}_j^{-1}[k \mid k] - \mathbf{P}_i^{-1}[k \mid k-1] \right) \tag{55} \]

which trivially holds for \( I_i[k] = \{ i \} \). In order to obtain the state estimate assimilation equation, we define

\[ \left[ \mathbf{S}_i^{(0)}[k] \right]^{-1} = \mathbf{P}_i^{-1}[k \mid k-1] + \mathbf{R}_i^{0}[k] \tag{56} \]

and, by using definitions (52c) and (54c) we write

\[ \left[ \mathbf{S}_i^{(0)}[k] \right]^{-1} = \mathbf{P}_i^{-1}[k \mid k-1] + \sum_{j \in I_i[k]} \left( \left[ \mathbf{S}_j^{(0)}[k] \right]^{-1} - \mathbf{P}_j^{-1}[k \mid k-1] \right) \tag{57} \]
Moreover, from (53a) and (52b) we have
\[ s_i^{(0)}[k] = \sum_{j \in I_i[k]} \tilde{s}_j^{(0)}[k] \]
\[ = \sum_{j \in I_i[k]} \tilde{S}_j^{(0)}[k] (\hat{x}_j[k | k - 1] - \tilde{x}_j[k | k]) \]
(58)

Substitution from (57) and (58) into (52a) gives the state estimate assimilation equation
\[ \hat{x}_i[k | k] = \hat{x}_i[k | k - 1] + P_i^{-1}[k | k - 1] + \sum_{j \in I_i[k]} \left( \tilde{S}_j^{(0)}[k] \right)^{-1} - P_j^{-1}[k | k - 1] \]
\[ \times \sum_{j \in I_i[k]} \tilde{S}_j^{(0)}[k] (\hat{x}_j[k | k] - \tilde{x}_j[k | k - 1]) \]
(59)

The covariance assimilation and state assimilation equations have been derived in [17, 11] for the extended Kalman filter and for the extended information filter. Whereas the assimilation equation for the covariance has the same structure, the state assimilation equation is different because the extended Kalman filter state update is linear in \( \zeta \), while for the case studied here the dependence on \( \zeta \) is much more involved, see (52).

The implementation of the state assimilation equations requires the communication of the covariance error info, the Hessian error info, and the state error info, respectively given by
\[ \tilde{P}_j^{-1}[k | k] - P_j^{-1}[k | k - 1], \quad \left( \tilde{S}_j^{(0)}[k] \right)^{-1} - P_j^{-1}[k | k - 1], \quad \tilde{S}_j^{(0)}[k] (\hat{x}_j[k | k] - \tilde{x}_j[k | k - 1]) \]
(60)
for a total of \( n(2n + 1) \) scalars. The size of the communication package can be reduced to \( n(n + 1) \) scalars if sensor \( i \) has knowledge of the sensor model of the other sensors, from which \( P_j^{-1}[k | k] \) can be computed as
\[ \tilde{P}_j[k | k] = E [\tilde{S}_j^{(0)}[k]] \]
(61)

As in the case studied in Section 5.4.1, for complete communication networks defined by \( I_i[k] = \{1, \ldots, N\}, \forall i, k \), the decentralized structure is equivalent to the centralized one, and prior estimates are common to all the vehicles [17].

To summarize, each sensor computes a partial estimate using (53) and (54), and assimilates other estimates eventually received through communication by using (59) and (55). If no data is received at time \( k \), equations (59) and (55) reduce to identities.

6 Conclusions

We have derived the update equations for a class of filters that generalize the extended Kalman filter and the iterated extended Kalman filter to the case in which the noise related
to a nonlinear observation model is a known function of the state to be estimated. The proposed filters are suboptimal in the same sense as the extended Kalman filter, since the probability density function associated to the state estimator is approximated as Gaussian, which leads to the propagation of the first two statistical moments only.

We have also considered a communication network structure that consists of a set of sensors that measure the state of a system. From a Bayesian formulation of the network, we have derived the filter update equations that account for information sharing among sensors. Each sensor maintains an individual estimator, and its individual predictions are updated by using individual and received data. This allows for an improvement of local estimates with respect to the case of a single vehicle operating individually, and therefore relying only on its own measurements.

This work can be applied to formation control problems in which a group of mobile sensors attempt to configure themselves spatially in order to minimize the noise associated to their measurements of a mobile target, and therefore obtain the best estimate of the target.
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